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Abstract

This paper presents a procedure to calibrate the Gipps car-following model based on macroscopic data. The proposed method extends previous approaches in order to account for the effect of driver variability in the speed-flow relationships. The procedure was applied in a real calibration problem for the city of Coimbra, Portugal, as part of a broader calibration framework that also includes a conventional optimization based on a genetic algorithm. The results show that the new methodology is promising in terms of practical applicability.
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1. Main text

Microscopic simulation models are practical traffic analysis tools used today in a wide range of areas and applications. These models usually include components related to the infrastructure, the demand, and associated behavioural models. These components and models have complex data requirements and numerous model parameters. Some of these parameters have a clear physical meaning and can be unambiguously identified. However, in most cases, parameter estimation is a real challenge, for the following reasons: a) the estimation of some parameters requires observational techniques that are not available to most model users (for example, the detailed calibration of the car-following model requires detailed position and speed time series of individual drivers, which are particularly difficult to collect); b) model users always have to make compromises between development cost and expected model detail and precision; this requires, for example, making assumptions about the distribution law of a parameter and obtaining representative values for that distribution from a sample, instead of using directly measurable values; c) all traffic simulation models have specification errors and sometimes it is
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difficult to decide whether the best parameters are: the ones that can be directly estimated from field data, or the ones that make the model perform at its best, and offset the model specification errors.

Given the above, model calibration based on the direct measurement of individual vehicle/driver characteristics is a very specific approach followed mostly by the model developers, while end-users rely on the use of easily measurable traffic data, such as counts and speeds at detectors. Traditionally, model parameters are iteratively adjusted within known plausible limits until a satisfactory correspondence between model and field data is achieved. When done manually this is tedious and time consuming, even when some engineering judgment is used to reduce the number of attempts. Approaches that are more systematic are based on automatic calibration. These approaches regard model calibration as an optimization problem in which a combination of parameter values that best satisfies an objective function is searched. The objective function is formulated as a black-box model and the solution is searched using heuristics. The computational complexity is exponential (Ciuffo et al., 2008) and therefore the optimization procedure requires a large number of simulation runs, which are generally very costly, depending on the size of the network and the traffic conditions simulated. Thus it is usual to reduce the optimization complexity by selecting a sub-set of parameters either by engineering judgment or by more systematic techniques, such as sensitivity analyses or analyses of variance (Punzo and Ciuffo, 2009), and by further limiting the range of possible values for each parameter.

Within microscopic simulation models, a problem of special interest is the calibration of the car-following sub-model. Some authors have presented alternative calibration procedures in recent years, based on macroscopic variables. The idea is to derive the traffic stream models that correspond to microscopic flow models and then fit those models to traffic data (speeds and counts) provided by loop detectors. This is a very promising approach because it is fast and simple, as it does not require simulation runs, and it focuses on a few parameters related to steady-state operations.

Despite the potential of this calibration procedure, it has only seldom been used in practical applications. The two likely main reasons for this are: first, the methodology is still not known or understood by most practitioners; second, it is unable to reproduce some important features of traffic flow, such as the progressive reduction of average speed with the density, in both congested and uncongested regimes. In this paper we are presenting an improved calibration procedure. First, we show that the variability in the drivers’ desired speed must be accounted for if the uncongested branch of the field speed-flow data is to be accurately reproduced; second, we derive a look-up table that enables that effect to be accounted for in macroscopic relationships. Finally, we demonstrate how this procedure can be used in a real-world calibration problem, as part of a broader framework for microsimulation calibration that also includes a conventional optimization procedure based on a genetic algorithm.

2. Macroscopic calibration of Gipps’ car-following model

The Gipps model

Gipps’ car-following model is the most commonly used model from the collision avoidance class of models. Models of this class aim to specify a safe following distance behind the leader vehicle. Gipps’ model is mostly known for being the building block of the Aimsun microscopic simulator (Barceló et al., 2005). It consists of two components: acceleration and deceleration sub-models, corresponding to the empirical formulations illustrated by equations (1) and (2), which give the speed of each vehicle at time $t$ in terms of its speed at the earlier time.

$$v_{n}^{\text{acc}}(t + \tau) = v_{n}(t) + 2.5 a_{n}\tau \left(1 - \frac{v_{n}(t)}{v_{n}^{\max}}\right) \sqrt{0.025 + \frac{v_{n}(t)}{v_{n}^{\max}}}$$  \hspace{1cm} (1)
where \( \tau \) is the reaction time, \( \theta \) is a safety margin parameter, \( v_n(t) \) and \( v_{n-1}(t) \) are, respectively, the speeds of vehicles \( n \) (follower) and \( n-1 \) (leader) at time \( t \), \( v_n \), \( v_{n}^{\text{max}} \) and \( a_n \) are respectively the follower’s desired speed and maximum acceleration, \( b_n \) and \( b_{n-1} \) are respectively the most severe braking that the follower wishes to undertake and his estimate of the leader’s most severe braking capability (\( b_n > 0 \) and \( b_{n-1} > 0 \)), \( x_n(t) \) and \( x_{n-1}(t) \) are respectively the leader’s and the follower’s longitudinal positions at time \( t \), and \( S_{n-1} \) is the “leader’s effective length”, that is, the leader’s real length \( L_{n-1} \) added to the follower’s desired inter-vehicle spacing at stop \( s_{n-1} \) (between front and rear bumpers). SI units are used unless otherwise stated.

The speed of vehicle \( n \) at time \( t + \tau \) is given by the minimum of \( v_{n}^{\text{acc}}(t + \tau) \) and \( v_{n}^{\text{dec}}(t + \tau) \). If vehicle \( n \) has a large headway the minimum speed is given by eq. (1) and the vehicle accelerates freely according to a law derived from empirical traffic data, tending asymptotically to the desired speed. In other cases the minimum speed is given by eq. (2). This speed allows the follower to come to a stop, using its maximum desired deceleration \( b_n \), without encroaching on the safety distance. In this derivation it is assumed that the leader brakes according to \( b_{n-1} \) and that the follower cannot commence braking until a reaction time \( \tau \) has elapsed. It is also assumed that drivers use a delay \( \theta \) to avoid always braking at the maximum deceleration rate. Gipps set this parameter to \( \theta = \tau/2 \) at an early stage of is derivation and it is usually implicit in the above equations.

The vehicles’ positions can then be easily updated with a trapezoidal integration scheme by setting the time step to the reaction time \( \tau \).

**Calibration based on Gipps’ steady-state equations**

A particular solution of the Gipps car-following formulation can be obtained for uniform flow. In this case it is assumed that, for a given section, traffic does not vary with time. This happens when all vehicles have the same characteristics and the simulation period is long enough to allow the stabilization of speeds and headways. Wilson (2001) derived the following expression for the space headway \( h_s \) (distance between front bumpers of two consecutive vehicles) in steady-state:

\[
h_s = S + v(\tau + \theta) + \frac{v^2}{2} \left( \frac{1}{b_n} - \frac{1}{b_{n-1}} \right), \forall v < v^{\text{max}}
\]

This function is strictly increasing in the domain \([0, v^{\text{max}}]\) and is multi-valued when \( v = v^{\text{max}} \). From this expression the macroscopic variables of flow, speed and density \((q, v, k)\) can be easily obtained. In particular, noting that the density is the inverse of the space headway, \( k = 1/h_s \), and keeping in mind the fundamental equation of traffic flow \( q = kv \) we obtain the speed-flow relationship:

\[
q = \frac{v}{S + v(\tau + \theta) + \frac{v^2}{2} \left( \frac{1}{b_n} - \frac{1}{b_{n-1}} \right)}, \forall v < v^{\text{max}}
\]

Wilson demonstrated that when \( b > b' \) the car-following model may become unphysical and produce multiple solutions for the same set of parameters. Consequently, \( b \) should be set to \( b' \) or less (Rakha and Wang, 2009).

Taking the usual substitution \( \theta = \tau/2 \), the \( q-v \) relationship - Eq. (4) takes five parameters \((v^{\text{max}}, \tau, S, b \) and \( b' \)). If it is further assumed \( b = b' \) then it takes only three parameters). Theoretically, the calibration of these three parameters should be straightforward: first, \( v^{\text{max}} \) would be set to the observed mean speed of vehicles during very low volume conditions; second, \( S \) would be set to the inverse of jam density (measured, for example, from aerial
photos) and, finally, the reaction time $\tau$ would be manually adjusted to make the curvature of the theoretical curve fit the observations. However, as illustrated in Figure 1 (where $b = b'$), applying this procedure to real detector data usually results in a good fit in the congested regime and a sub-optimal fit in the uncongested regime. This is because the steady-state solution of Gipps’ model predicts constant speed in the uncongested branch and, for $b = b'$, capacity at the free-flow speed. However, numerous field studies show that speed is sensitive to flow and speed-at-capacity is lower than free-flow speed. Punzo and Tripodi (2007) noted that the fit can be improved by adopting a value $b' > b$. In fact, this relation increases the curvature of the congested branch and results in a speed-at-capacity lower than free-flow speed (Figure 1, case $b' > b$). Punzo and Tripodi (op. cit.) also suggested that, to be suitable for real applications, steady-state relationships must be generalized to multi-class traffic flows and they proposed an analytical solution for two vehicle classes. Despite being a promising approach, the resulting formulation was also unable to predict speed variation in the uncongested branch of the $q$-$v$ relationship.

Surprisingly, the solution to this problem had been indicated earlier by Gipps (1981). Remembering that the deduction of the steady-state relationships was based on the assumption of uniform flow, Gipps found that the distribution of desired speeds affects the shape of the uncongested branch. That is, the final steady-state behavior should be seen as the interaction of the average steady-state parameters with the effect of variability. Following this lead, Farzaneh and Rakha (2006) investigated the effect of desired speed variability on the INTEGRATION micro-simulator, based on the Van Aerde steady-state relationship (Rakha and Crowther, 2002), and concluded that model users can control the curvature of the uncongested steady-state behavior to a limited extend by adjusting the coefficient of variation of the desired speed distribution. According to Lipshtat (2009), this is because of two opposing effects: on one hand, higher variability in the speeds means more occasions when faster vehicles are delayed by slower ones; on the other hand, more variability also leads to greater distances between successive vehicles, making lane changing easier.

To investigate the effect of the desired speed variability on the macroscopic relationships, we performed a sensitivity analysis in which was assumed that the desired speed of each vehicle released into the network follows a normal distribution with fixed coefficient of variation (CV = 10%) for three different average values ($v_{\text{max}} = 50$, 70 and 90 km/h). The remaining values were set as follows: $\tau = 0.75$ s, $\theta = \frac{\tau}{2}$ (hard-coded in Aimsun), $S = 5$ m, $b = 4$ m/s$^2$, $b' = 4$ m/s$^2$ (see Figure 2). It becomes clear that the adoption of a lower desired speed leads to a lower capacity and that variability in the desired speeds leads to a $q$-$v$ diagram in which speeds decrease with flow in the uncongested branch, thus leading to a capacity reduction and speed-at-capacity lower than free-flow speed, as
observed in the real world. Therefore, it seems reasonable to express the expected simulation macroscopic relationships as functions of the parameters $v^{\text{max}}$, $\tau$, $S$ and also $\text{CV}$ (coefficient of variation of the desired speed).

![Figure 2 - Sensitivity analysis of the Gipps steady-state parameters](image)

The introduction of the $\text{CV}$ allows the simplification $b = b'$ and the consequent elimination of these two parameters from the calibration process. The problem of this approach is that the effect of variability in the desired speeds is the result of random interactions between vehicles which may depend on several factors such as the road geometry, driver and vehicle characteristics. In order to make this calibration approach simulation free, the following section describes the construction of a look-up table that enables the shape of the $q$-$v$ and $k$-$v$ curves for a given $\text{CV}$ to be analytically identified.

**Derivation of a look-up table to describe the uncongested regime**

The first step towards the construction of the look-up table was to decide on the shape of the $q$-$v$ curve in the uncongested regime. This question was previously addressed by Wu (2002), who proposed a macroscopic model in which the equilibrium speed-flow-density relationships are described as a superposition of homogeneous states. Specifically, in the uncongested part of the diagram (fluid traffic) Wu’s model considers two possible states: vehicles moving freely at their desired speed (free state) or bunched vehicles traveling in succession (convoy state, or fluid platoon). Assuming pure stationary conditions and equal distribution of traffic in all lanes, the speed in the uncongested regime can be expressed as a function of the density $k$, the free-flow speed $v^{\text{max}}$, the number of lanes $N$, the speed $v_{ko}$ and density $k_{ko}$ within the platoons:

$$v(k) = v^{\text{max}} - \left(v^{\text{max}} - v_{ko}\right) \left(\frac{k}{k_{ko}}\right)^{N-1} \quad \text{for } k \leq k_{ko}$$  \hspace{1cm} (5)

This indicates that the $k$-$v$ relationship is linear in a two-lane road (one-way), quadratic in a three-lane road and so on. The case $N = 1$ is especially interesting: according to this formulation, the speed on the road is $v_{ko}$ regardless of the density, that is, all vehicles are in platoons. Naturally, this only happens under pure stationary conditions. On real world roads, fast vehicles travel in platoons only for a limited stretch of the road.

In order to better understand how simulation results agree with Wu’s formulation, $k$-$v$ measurements were obtained at the middle section of a 1000 m link, for different demand levels and numbers of lanes ($v^{\text{max}} = 90$ km/h, $\text{CV} = 0.15$, $N = \{1,2,3\}$). The resulting capacity parameters were $k_{C} = 34$ veh/(km.lane) and $v_{C} = 59$ km/h. When these parameters are used in (5) we conclude that the one-lane model must be rejected, as it underestimates speeds at all densities below $k_{C}$, the two-lane model (linear) provides a good-fit for 1-lane and 2-lane roads, while the 3-lane model (quadratic), is a good fit with the simulation results on 2-lane and 3-lane roads.
Taking Wu’s linear model for the $k-v$ relationship (which is reasonable for up to three lanes), we can obtain the capacity parameters as the intersection of the uncongested and congested branches. For the uncongested branch – linear model with intercept $v_{\text{max}}$ and slope $b$: $v = v_{\text{max}} - kb$. At the congested branch – resulting from Gipps’ spacing-speed equation: $v = (1-kS)/(1.5\tau)$. The intersection of the two curves occurs for:

$$k \equiv k_c = \frac{3v_{\text{max}} \tau + 2S - \sqrt{(3v_{\text{max}} \tau + 2S)^2 - 24b \tau}}{6b \tau}$$ (6)

Finally, the slope of the $k-v$ relationship was obtained from a full factorial experiment involving the following simulation parameters: Number of lanes: 2; Section lengths: 500 m, 1000 m and 1500 m; Measurement locations: every 50 m; Effective vehicle lengths: 5, 7.5 and 10 m; Reaction times $\tau$: 0.50, 0.75, 1.00 and 1.25 s; Mean desired speeds $v_{\text{max}}$: 50, 70, 90 and 120 km/h; Coefficients of variation: 5%, 10%, 15%, 20%, 25% and 30%. For each combination of parameters a very high demand was set at the input centroid, thus assuring the observation of capacity conditions; the simulation was allowed to run for 30 minutes. Speed and flow measurements were obtained at each detector at the end of each 5 minute period. Capacity parameters were calculated as the average of the last five measurements, but the first period was excluded, in order to assure stable flow. The analysis of the results made it possible to conclude that the section length has less effect on the slope than the other parameters and that the measurement locations could thus be clustered in three regions: initial (first third), middle (second third) and final (last third). The experimental conditions dictate that the resulting look-up table (Table 1) is roughly discretized, requiring crossed interpolation to find the slope $b$ for specific cases outside the discrete domain.
Table 1: Look-up table for the slope of the k-v relationship

<table>
<thead>
<tr>
<th>Slope of the upper k-v line, $b$ (m·veh⁻¹·seg⁻¹)</th>
<th>Detector Location</th>
<th>CV of the desired speed distribution</th>
<th>Initial</th>
<th>Intermediate</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S$ (m)</td>
<td>$v_{max}$ (km/h)</td>
<td>$\tau$ (s)</td>
<td>5%</td>
<td>10%</td>
<td>15%</td>
</tr>
<tr>
<td>50</td>
<td>0.5</td>
<td>23</td>
<td>43</td>
<td>61</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>32</td>
<td>56</td>
<td>77</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>45</td>
<td>73</td>
<td>91</td>
<td>108</td>
</tr>
<tr>
<td></td>
<td>1.25</td>
<td>51</td>
<td>82</td>
<td>113</td>
<td>125</td>
</tr>
<tr>
<td>70</td>
<td>0.5</td>
<td>41</td>
<td>73</td>
<td>101</td>
<td>124</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>65</td>
<td>105</td>
<td>137</td>
<td>158</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>81</td>
<td>135</td>
<td>169</td>
<td>189</td>
</tr>
<tr>
<td></td>
<td>1.25</td>
<td>105</td>
<td>151</td>
<td>201</td>
<td>210</td>
</tr>
<tr>
<td>90</td>
<td>0.5</td>
<td>79</td>
<td>115</td>
<td>157</td>
<td>185</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>110</td>
<td>169</td>
<td>213</td>
<td>236</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>132</td>
<td>213</td>
<td>268</td>
<td>280</td>
</tr>
<tr>
<td></td>
<td>1.25</td>
<td>158</td>
<td>255</td>
<td>319</td>
<td>315</td>
</tr>
<tr>
<td>7.5</td>
<td>0.5</td>
<td>44</td>
<td>81</td>
<td>117</td>
<td>149</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>60</td>
<td>108</td>
<td>153</td>
<td>186</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>89</td>
<td>135</td>
<td>182</td>
<td>213</td>
</tr>
<tr>
<td></td>
<td>1.25</td>
<td>102</td>
<td>166</td>
<td>216</td>
<td>245</td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>68</td>
<td>125</td>
<td>178</td>
<td>217</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>114</td>
<td>169</td>
<td>232</td>
<td>270</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>138</td>
<td>223</td>
<td>281</td>
<td>322</td>
</tr>
<tr>
<td></td>
<td>1.25</td>
<td>165</td>
<td>266</td>
<td>342</td>
<td>373</td>
</tr>
</tbody>
</table>

3. Application

Two sites in Coimbra, Portugal, were selected to illustrate the calibration procedure (see Figure 4). The first is a 4.2 km section of the EN-111A road, between the Geria and Choupal roundabouts. This road is one of the main entries to the city center, used mostly by passenger vehicles. It only has one lane in each direction and gets congested during the morning rush hour. The second site, included for verification purposes, is an off-ramp of the Rainha Santa Bridge, in the E-W direction (350 m), which connects to a single-lane roundabout with intense opposing traffic.

Given the objectives of this study, every effort was made to prevent the introduction of measurement errors, particularly ones related to traffic generation. A video camera was installed near the Geria Rbt to record the type and passage times of approaching vehicles under free-flow conditions. A second camera was placed at the Choupal Rbt to record the passage times of entry and opposing vehicles and, finally, a microwave Doppler detector was installed between the Parque and Choupal roundabouts to collect macroscopic data on approaching vehicles.
vehicles (one-minute average speeds and flows). Travel times were measured at 5-minute intervals by recording the times at which selected vehicles passed the Geria and Choupal roundabouts. There were some minor differences in the counts for each of these periods, but these were corrected by assuming a corresponding number of U-turns at the Parque Rbt, according to an exponential distribution. A video camera was installed at a high point at the Rainha Santa Bridge to simultaneously record the passage times of the entry and opposing traffic. This data was used to generate vehicles with a one-second precision in the simulator, overriding the default generation algorithm.

Two sets of parameters were considered for the calibration process: the first set is directly related to the car-following behavior (the reaction time $\tau$, the desired inter-vehicle spacing at stop $s$ and the average and standard deviation values of the speed acceptance factor ($\mu_{sa}$, $\sigma_{sa}$), which relates the free flow speed $v_{\text{max}}$ with the posted speed); the second set is mostly related to interrupted flow and driver behavior at intersections (maximum acceleration $a$, normal deceleration $b$, reaction time at stop $\text{RTS}$ and maximum give way time $\text{GWT}$). $\text{RTS}$ is the time it takes for a stopped vehicle to react to the acceleration of the vehicle in front, $\text{GWT}$ is used to determine when a driver starts to get impatient if he/she cannot find a gap. With the exception of the abovementioned speed acceptance factor, the vehicles were assumed to be identical.

The first part in the calibration process was to fit the macroscopic relations to the speed-flow data collected with the microwave sensor (Figure 5). First, after a few manual attempts, the parameters $S = 6.0\ m$ ($s = 2.0\ m$, $L = 4.0\ m$) and $\tau = 1.20\ s$ were identified as those providing the best adjustment of the lower branch of the $q$-$v$ curve (4) to the field data (specifically, to the lower side of the point cloud, to minimize the effect of driver heterogeneity). In order to plot the upper branch, the free flow speed (average $–54.2\ km/h$, standard deviation $–9.2\ km/h$, coefficient of variation $–17\%$) was directly measured from field data during periods of very low traffic ($q < 120\ veh/h$). The relation between the free-flow speed and posted speed ($\mu_{sa} = 54.2/50 = 1.08$) was assumed

---

**Figure 4 – Layout of application sites**
constant and used to estimate the free flow speed at the upstream section, where the posted speed is 90 km/h. Finally, an approximation for the $v$-$k$ slope was obtained from the look-up table (slope $b \approx 85$). The resulting curve (Figure 5) for the uncongested branch follows the field data satisfactorily, thus validating the choice of parameters. The intersection with the lower branch – Eq. (6) yields the capacity parameters: $v_c = 43.1$ km/h, $k_c = 36.3$ veh/km, $q_c = 1565$ veh/h.

![Figure 5: Field observations and expected Speed-Flow and Density-Flow relationships at EN111A, between Parque and Choupal roundabouts](image)

The second part addressed the parameters $a$, $b$, $RTS$ and $GWT$. As none of these parameters is involved in the steady-state relationships or can be easily measured from field observations, the calibration takes the form of an optimization problem. In this application a procedure based on a genetic algorithm was followed. This is a widely used technique that utilizes ideas from natural evolution to effectively find good solutions for combinational parametric optimization problems. The parameter calibration problem was formulated in the following optimization framework (Ciuffo et al., 2008): minimize $f_{a,b,RTS,GWT}(M_{obs},M_{sim})$ subject to the constraints $2 \leq a \leq 6$ m/s$^2$, $2 \leq b \leq 6$ m/s$^2$, $0.5 \leq RTS \leq 3.0$ s with $RTS \geq \tau$ and $0 \leq GWT \leq 30$ s, where $f$ is the goodness of fit function that measures the distance between the observed and simulated measurements, $M_{obs}$ and $M_{sim}$. We were particularly interested in understanding how Aimsun was able to predict the variation of queue lengths during the simulation period and so the vector $M$ was defined as the vehicle density between the Geria and Choupal roundabouts at each 1-minute observation/simulation period $i$. To measure the goodness of fit, the GEH statistic was preferred to other more commonly used measures such as the root mean square error due to its self-scaling property, which allows the use of a single acceptance threshold when comparing a wide range of traffic volumes. Its definition is:

$$M_{GEH} = \frac{1}{N} \sum_{i=1}^{N} \sqrt{\frac{2(M_{i,obs} - M_{i,sim})}{M_{i,obs}^{2} + M_{i,sim}^{2}}}.$$  

(7)

The optimization framework was implemented in Matlab using the built-in genetic algorithm tool. The algorithm starts by generating an initial population (100 individuals, each of which corresponds to a set of 4 parameters). For each individual, a Python script modifies the corresponding parameters in Aimsun, simulates the model in console mode and compares the observation and simulation outputs to compute the fitness value. When all individuals are evaluated, the GA generates a new population: besides elite children, who correspond to the individuals in the current generation with the best fitness values, the algorithm creates crossover children by selecting vector entries from a pair of individuals, and mutation children, by applying random changes to a single individual (MathWorks, 2005). After 74 generations and approximately 3.5 hours of computing time, the algorithm reached a convergence condition and returned the optimal solution: $a = 5.95$ m/s$^2$, $b = 3.78$ m/s$^2$, $RTS = 1.29$ s and $GWT = 1.35$ s.
The field and simulation measurements of the density and travel times are presented in Figure 6, left and right panels, respectively. Despite a slight overestimation of the maximum values, the simulation with optimized parameters generates a satisfactory fit to the field data, particularly in comparison with the simulation using the default parameters. It is also relevant to note the robustness of the estimation: similar results were obtained for both variables, even though only density was explicitly evaluated by the fitness function.

Finally, we looked at how the results of this calibration can be used in a different location. The traffic at the second site – Rainha Santa Bridge – has a vehicle mix similar to EN-111A, so the corresponding full set of optimized parameters was used for the first attempt (see Figure 7). The model overestimated the density in the peak period, indicating lack of capacity at the downstream roundabout. A visual inspection of the simulation revealed excessively cautious maneuvers at the roundabout entry. This was not a key issue at the first site because the opposing traffic was very light, making the model relatively insensitive to the parameters affecting the entry maneuvers. A few manual adjustments were thus made to improve the gap-acceptance behavior: \( \tau \) was reduced to 0.95 s and \( RTS \) was updated by assuming the same relation between these parameters; the maximum give way time \( GWT \) was set to a very low value, thus reducing the waiting time at the yield line. The simulation with the adjusted parameters now closely follows the field density time-series. These results suggest that the macroscopic estimation procedure yields relatively robust parameters, that is, they can be applied to different locations with satisfactory results, provided that the traffic has a similar composition at both locations. The traditional methods, however, being based on “blind” optimization, disregard the parameters’ physical meaning and can lead to biased estimates that reduce the explanatory power of the model.
4. Conclusions

Current macroscopic calibration procedures for the Gipps car-following model assume constant speeds in the uncongested regime, whereas numerous field studies indicate that the speed-flow diagram is curved in both the congested and uncongested regimes. In this paper we have shown that it is essential to account for the variability in the drivers’ desired speed distribution to accurately reproduce the uncongested part of the field speed-flow data. We used a vast set of simulations to construct a look-up table that relates the slope of the density-flow relationship with the vehicles’ desired speed variability and with other variables that also have a significant effect in the macroscopic relationships, such as the detector location and the vehicles’ effective length and reaction time. This procedure was used in a real-world calibration problem, as part of a broader calibration framework that also includes a conventional optimization based on a genetic algorithm. The car-following parameters resulting from the macroscopic calibration proved to be robust, which enabled their use at different locations with only minor adjustments, and showed that the new methodology is promising in terms of practical applicability.
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